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The recent controversy about the structure of liquid water pits a new model involving water molecules in
relatively stable “rings-and-chains” structures against the standard model that posits water molecules in distorted
tetrahedral coordination. Molecular dynamics (MD) simulations, both classical and ab initio, almost uniformly
support the standard model, but because none of them can yet reproduce all of the anomalous properties of
water, they leave room for doubt. We argue that it is possible to evaluate these simulations by testing them
against their adherence to the bond-valence model, a well-known and quantitatively accurate empirical summary
of the behavior of atoms in the bonded networks of inorganic solids. Here we use the results of ab initio MD
simulations of ice, water, and several solvated aqueous species to show that the valence sum rule (the first
axiom of the bond-valence model) is followed in both solid and liquid bond networks. We then test MD
simulations of water, employing several popular potential models against this criterion and the experimental
O—O RDF. It appears that most of those tested cannot satisfy both criteria well, except TIP4P, TIP4P/2005,
and TIPSP. If the valence sum rule really can be applied to simulated liquid structures, then it follows that
the bonding behaviors of atoms in liquids are in some ways identical to those in solids. We support this
interpretation by showing that the simulations produce O—H-+++O geometries that are completely consistent
with the range of geometries available in solids, and the distributions of instantaneous valence sums reaching
the atoms in both the ice and liquid water simulations are essentially identical. Furthermore, we show that
none of the extant asymmetric water potentials that produce “rings-and-chains” structures can satisfy our
geometric criteria. Taken together, this is powerful evidence in favor of the standard distorted tetrahedral

model of liquid water structure.

Introduction

The structure of liquid water has been difficult to describe
with complete confidence because of a lack of experimental
and theoretical constraints on proposed models. Until quite
recently, experimental information about water structure has
mainly been limited to X-ray and neutron scattering experiments,
which provide radial distribution functions (RDFs) for atomic
pairs and infrared spectroscopy, which can yield information
about H-bond lengths. Neither of these yield unique descriptions
of the H-bonded network.'™* Theoretical constraints could be
provided by quantum mechanics, but ab initio molecular
dynamics (AIMD) simulations have been notoriously unsuc-
cessful at reproducing the experimental RDFs*!2 and coef-
ficients of diffusion.!> Even the use of hybrid exchange
correlation functionals does not necessarily improve the ability
of AIMD simulations to reproduce experimental data.'* Classical
MD simulations have sometimes been more successful in this
respect, but the empirical force fields utilized in these simula-
tions have often been calibrated on experimental RDFs. Even
where force-field calibrations have utilized quantum mechanical
calculations, the fitted force-field parameters can in no way be
regarded as unique solutions. Therefore, the bona fides of these
simulations as true theoretical constraints are open to question.
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The picture that has emerged from MD simulations of liquid
water has been that each water molecule exists, on average, in
distorted tetrahedral coordination, donating slightly more than
two H bonds to neighboring molecules and accepting slightly
more than two H bonds."?!"!5 (Coordination numbers like these
are typically determined by integrating under the first peak in
the O—O RDF or by some essentially arbitrary geometric
definition of H bonds.) Although the results of MD simulations
have always been open to question, this picture has been taken
for granted because the results have been so consistent, even
given force fields calibrated in different ways.

Recently, this picture of liquid water structure has been
challenged as new types of experimental data have become
available. Wernet et al.'® used X-ray absorption spectroscopy
(XAS) and X-ray Raman spectroscopy at the oxygen K-edge
for liquid water and ice to show that a prominent pre-edge
feature in the spectrum for liquid water is nearly absent in the
spectrum for bulk ice Th but present in the spectrum for the ice
Ih surface. Therefore, they reasoned that the H-bonded network
in liquid water must be more like that of the ice surface (i.e.,
featuring many broken H bonds) than that of bulk ice Ih (i.e.,
with intact tetrahedral coordination of each water molecule).
They used density functional theory (DFT) and the half-core-
hole approximation for excited states to simulate the K-edge
spectrum of an 11-molecule water cluster in various geometric
configurations. They found that the pre-edge feature in question
only appeared in configurations where a water molecule was
donating a single H bond, defined by the following criterion
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Fo_o < 3.30 — 0.000446 (1)

where ro—o is the O—O distance in angstroms and 6 is
UHO-*++0O in degrees. Summing the spectra generated from the
configurations examined, they found that approximately 80%
(£20%) of the water molecules in liquid water had to be in
single-donor configurations to fit the experimental spectrum at
room temperature (298 K). By symmetry, approximately 80%
(£20%) of the water molecules must accept only one undis-
torted/unbroken H bond. This, they argued, implies the presence
of chain- or ring-like structures held together by a network of
weaker H bonds.!”™1°

Naturally, the claim that all theoretical models of water
structure and dynamics put forth so far are wholly inaccurate
has generated spirited discussion. Various groups have vigor-
ously debated the suitability of the half-core-hole approximation
for excited states to the water system,?’"%* as well as the
particular choice of cluster configurations used to model possible
H-bond donor configurations.!!32326 Qthers have interpreted
X-ray scattering,?” optical,”® and photoelectron® spectra of water
to support the standard model of water structure.

The intractability of this debate highlights an important
problem. Most of the experimental techniques employed must
be interpreted in light of molecular modeling techniques, but
even ab initio techniques involve approximations that often
render the interpretations questionable. The focus has therefore
shifted back to the molecular modeling techniques themselves.
Soper,* for example, reasoned that the only way to obtain long-
lived chain structures in MD simulations of liquid water would
be to employ water molecules with asymmetric distributions
of electron density. He started with something similar to the
standard SPC/E force field and incrementally shifted charge from
the H on one side of the model water molecules to the H on the
other. At each step, Soper refitted the force-field parameters to
reproduce the experimental O—O RDF and tracked the number
of H bonds (defined by eq 1) in the resulting simulations. He
was able to produce an H-bond count of 2.2 per molecule (very
close to the estimate of Wernet et al.'S) when he placed a charge
of Oe on one H atom and —0.6¢ on the other, although this
potential produces some strange features in the O—0O RDF.}!
Both supporters® and critics®'** of the rings-and-chains model
have pointed out that such asymmetrical potentials produce
radically unphysical results by various measures. Leetmaa et
al.* place the blame on the entire molecular modeling field,
pointing out that no one has yet produced a theoretical
simulation of water that quantitatively reproduces all of its
physical properties.

Typically, empirical potentials for MD simulations of water
are calibrated on one or more ‘“target properties” of the
substance. But because these potentials involve a number of
adjustable parameters, the optimized values are not unique
solutions, and the potentials may not work as well to predict
other physical properties.* This obviously indicates that some-
thing is wrong with these potentials, but it is often difficult to
say what. The point being made by those who promote a rings-
and-chains model of water structure is that they believe that
their spectroscopic results must lead us to question whether the
H-bonded network structure of water is one of those physical
properties extant water potentials do not predict all that well.

Rapaport® writes that “In the simulational context, under-
standing is achieved once a plausible model is able to reproduce
and predict experimental observation.” If so, then the issue at
hand is the extent to which standard water potentials produce
structurally plausible results. To help address this issue, we
introduce an additional geometric criterion for structural plau-
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sibility: the valence sum rule. The valence sum rule is the first
axiom of the bond-valence model, a venerable empirical theory
in inorganic chemistry designed for the quantitative analysis of
bond lengths in bonded networks.* The model was developed
as a generalization of bonding geometries found in crystalline
inorganic solids, for which average atomic positions can be
determined very precisely via X-ray and neutron diffraction.

Should the same rules apply to bonding geometries in
inorganic liquids? The bond-valence model has never before
been rigorously applied to liquid bond networks. Therefore, after
introducing the basic principles of the theory and showing how
it can be used to constrain possible bonding configurations in
solids, we demonstrate for the first time that the bond-valence
model can be used to analyze configurations of H bonds in liquid
water MD simulations quantitatively. We analyze a number of
liquid water simulations to judge how well they conform to the
valence sum rule and some related geometric criteria and derive
some implications for the debate about liquid water structure.
Whereas this type of analysis cannot definitively settle the
debate, now we at least have a more complete basis for judging
the structural plausibility of MD simulation results. And we can
only claim to understand how water structure is linked to its
properties to the extent that structurally plausible models
reproduce experimental results.

Theoretical Background

The Concept of Valence. The bond-valence model® is, in
essence, a quantitatively accurate version of Pauling’s second
rule. Linus Pauling®’ formulated a set of rules to explain why
some possible arrangements of atoms are found in inorganic
crystals, whereas others have never been observed. He used
simplified, abstract concepts like ionic “radius” and “valence”
to simplify complicated quantum chemical interactions to a more
intuitive level. The “valence” of an atom is a measure of its
bonding power, or alternatively, a measure of the valence
electron states available for bonding. Thus, atomic valence is
equivalent to an atom’s oxidation state (e.g., the atomic valence
of ferric iron is +3 and that of the chloride ion is —1). The
average valence of the bonds formed by the cation (Pauling
called it the “electrostatic bond strength”) can be calculated by
dividing the cation valence by its coordination number. Pauling’s
second rule (the valence sum rule) states that the sum of the
electrostatic bond strengths around each anion in a crystal should
be close to the anion valence. In other words, the atoms must
be arranged so that all of their valence electron density (which
defines their “bonding power”) is involved in bonding interac-
tions with counterions. So, for instance, because Si*' ions in
the quartz (a-Si0,) structure are coordinated by four O*~ ions,
the average valence of the Si—O bonds will be 1 valence unit
(v.u.) Therefore, the O*~ ions must be bonded to exactly two
Si** ions so that the two 1 v.u. bonds will counterbalance the
—2 atomic valence of the O. (This also illustrates why bond
valence concepts are typically applied to only inorganic systems;
i.e., they cannot be applied to systems that include completely
covalent bonding because the atomic valence of some atoms
would be zero.) This simple rule works well to explain the
coordination of atoms in a large number of inorganic crystal
structures, but it turns out that one cannot use average bond
valences in structures where there are severely distorted cation
coordination polyhedra. It is intuitively obvious that shorter
bonds should involve more of the valence electron density than
longer bonds, and there is no reason to suppose that the
correlation should be linear, so it is no surprise that average
bond valences do not work well in such situations. To make
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Figure 1. The valence of Si—O bonds in valence units (v.u.) plotted
versus the length of the Si—O bonds, as calculated using eq 2 with Ry
= 1.624 A and B = 0.37 A3
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Figure 2. The valence of H—O bonds in valence units (v.u.) plotted
versus the length of the H—O bonds. The line is calculated using eq 2
with Ry = 0.907 A and B = 0.28 A for Ry_o < 1.05 A, Ry = 0.569 A
and B = 0.94 A for 1.05 < Ry—o < 1.70 A, and Ry = 0.99 and B =
0.59 for Ry_o > 1.70 A, as recommended by Brown.*® The data points
are values obtained from valence analysis of bond lengths in crystal
structures refined from neutron diffraction data.’°

the valence sum rule quantitatively accurate, subsequent work
has focused on creating equations that accurately describe the
relationship between bond length and valence.

Bond Length and Bond Valence. Brown and Altermat
for example, wrote a computer program designed to search the
inorganic crystal structure databases and characterize the
coordination polyhedra of a large number of cations. Given the
valence sum rule, they were able to fit the following bond-
length/bond-valence equation to this enormous data set

[*7)
s=exp|—p

where s is bond valence in v.u., R is the bond length, and R,
and B are fitted parameters specific to each cation—anion pair
(e.g., a single pair of Ry and B values is used for all Si—O bonds,
but a different pair of values is used for Al—O bonds). Tables
of the valence parameters for most common, and some uncom-
mon, bond types have been published on the Internet (www.ccp14.ac.uk/
ccp/web-mirrors/valence).

Bond valence versus length curves produced by eq 2 exhibit
exponential decay; for example, the curve for Si—O bonds is
plotted in Figure 1. The shape of the H—O bond valence versus
length curve as determined via neutron diffraction studies is
somewhat distorted because of the small size of the H' ion and
resulting O—O repulsion effects.’*3* Therefore, Brown* recom-
mends the use of three different sets of valence parameters for
different regions of the curve. (See Figure 2.)

When these empirically derived equations, fitted to a large
number of precisely known inorganic crystal structures, are used
to calculate bond valences for particular crystal structures, the
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calculated valence sums of bonds reaching ions in known crystal
structures are typically within £0.1 v.u. of the atomic valences.*®
Larger deviations are indicators of a poor structure determination
or internal stresses resulting from incommensurations among
different parts of the structure. Given the sensitivity of bond
valence to variations in bond length, this represents a stunning
degree of accuracy. The bond-valence model is, therefore,
routinely used to judge whether proposed molecular structures
of inorganic solids (both crystalline and amorphous) are
physically reasonable, whether the proposed structures were
obtained via experiment or modeling.’*4*~*  Although the
valence sum rule cannot completely determine a structure, it
does severely constrain acceptable combinations of bond lengths
surrounding an atom.

Bond Valence in the Ionic Bonding Model. The physical
basis of the bond-valence model has usually been explained in
terms of the ionic model of bonding.*®* Just as in classical
MD simulations, the bond-valence model is a version of the
ionic model in which atoms are treated as point charges that
are prevented from coalescing by assuming the presence of an
empirical two-body potential. But unlike the two-body potential
model, which uses the electrostatic energy, the bond-valence
model exploits the properties of the electrostatic field. The array
of charges in both models is electroneutral, and the equilibrium
geometry of the array is one in which cations are surrounded
by anions and vice versa. The electrostatic field is represented
by the electrostatic flux lines that link neighboring atoms, leading
to a model based on nearest-neighbor interactions: cations are
bonded to neighboring anions if they are linked by the
electrostatic flux. The amount of flux linking any pair of ions
(equated with the bond valence) obeys Gauss’s law, which states
that the total flux starting or terminating on a charge is equal to
the charge. Therefore, in this context, Gauss’s law is a
restatement of the valence sum rule, and it holds true for any
bonds that are not completely covalent in character.*

This purely ionic description of bond valence was developed
using simple electrostatics arguments involving arrays of point
charges,* and yet it holds up quite well in the face of more
sophisticated quantum mechanical treatments. Gibbs and co-
workers have used quantum mechanical calculations of electron
density distributions in Me—O bonded networks to show that
there is an excellent linear correlation between bond valence
and the electron density at bond-critical points.*> This gives us
confidence that bond valence accurately describes the amount
of valence electron density involved in particular bonds (or
equivalently, the electrostatic flux).

If both the bond valence model and the two-body potential
model are based on the same physical picture of point charges
held apart by repulsive potentials, however, then the question
arises as to whether one can be used to check the calculations
of the other. Will they not necessarily agree because both are
based on the same assumptions? In fact, their differences are
complementary. The two-body potential models have a single
cost function, namely the total energy of the system. Because
systems are chosen to include as large a number of atoms as it
is feasible to calculate, the problem is highly underdetermined;
several geometric configurations are likely to have energies close
to the minimum so that the exact form of the potential becomes
critical. The bond valence model, has a different cost function
for each atom, and it is much less underdetermined. The exact
form of the repulsive potential (in the form of the correlation
between bond length and bond valence, eq 2) is therefore less
important. If the two-body potential model represents a physi-
cist’s approach to the problem by summing the energy over all
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atom pairs in the system, the bond valence model represents a
chemist’s picture of nearest-neighbor bonds exhibiting localized
charge neutrality, as postulated originally by Pauling.’” Of the
many configurations that are consistent with the two-body
potential model, only those that satisfy the valence sum rule
are truly consistent with the model for structures in equilibrium.

Bond-Valence Model for Liquids. Because the bond-valence
model quantitatively describes bond networks, there is no reason
why the valence sum rule should not apply to any condensed
phase of inorganic compounds, including liquids, which do not
involve completely covalent bonds. But although the model has
been quite successful for describing the molecular structures
of inorganic solids, little has been done to apply it to liquid
structures. There are good reasons for this, but the valence
equations are capable of quantifying the strength of very weak
interactions that go to the heart of debates about coordination
numbers in condensed phases. It would be extraordinarily useful,
therefore, to overcome the difficulties involved.

The main reason that the bond-valence model has only been
applied in a very limited fashion to liquids is that bonding
environments of atoms in liquids are much more flexible than
those in solids. One of the major consequences of valence theory
is the “distortion theorem,” which shows that given the shape
of the bond length versus valence curves (Figure 1) the average
length of bonds reaching an ion must increase as its coordination
polyhedron becomes more distorted.>® Therefore, if the only
information we can obtain about liquid structures involves
average coordination environments, when the instantaneous
structures can be strongly distorted, we cannot use the same
valence parameters that we calibrated on the (less oscillatory)
average atomic positions in solid crystals at room temperature.

The same problem arises when we treat crystal structures at
high temperatures. Rising temperature causes stronger oscilla-
tions of the atoms in a crystal, allowing for greater instantaneous
distortion. Therefore, average bond lengths necessarily increase
to satisfy the valence sum rule. Because we can still experi-
mentally obtain precise crystal structures at high temperatures,
we can simply fit new valence parameters to the data at higher
temperatures and create equations that relate the parameter
values to temperature.>®

Our discussion of the consequences of the distortion theorem
suggests one possible way to apply valence analysis to molecular
simulations of liquids, where precise instantaneous interatomic
distances can be obtained. If we assume that the oscillations of
atoms in crystalline solids at room temperature are very small
compared with those in liquids, then it might be possible to
apply the valence parameters calibrated on average crystal
structures to instantaneous structures in liquids. Here we report
some fairly rigorous tests of this hypothesis.

Methods

The two main purposes of our study were to establish the
fact that the bond-valence model can be quantitatively applied
to MD simulations of liquid water and to use the valence sum
rule to determine the structural plausibility of various water MD
potentials that produce distorted tetrahedral coordination or
rings-and-chains structures. To accomplish this, we had to
perform several tasks: (1) We ran AIMD simulations of ice to
(2) establish a valence-based cutoff criterion for defining H
bonds in our simulations. (3) Next, we had to perform AIMD
simulations of liquid water and a number of solvated oxo-
molecules to demonstrate that the valence sum rule is obeyed
in these simulated systems. (4) Finally, we ran classical MD
simulations of liquid water using several common water
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potentials and one asymmetric water potential to determine how
well they conformed to the valence sum rule. Each task is
described in more detail below.

Ab Initio Molecular Dynamics Simulations of Ice. We
chose to use the gradient-corrected PBE96* exchange correla-
tion functional for our AIMD simulations on the basis of the
recommendation of Zhou and Truhlar,*’” who tested 44 DFT
methods against a database of binding energies for nonbonded
interactions. They found that the PBE96 functional performed
even better than the hybrid DFT and MP2 methods tested.
Similar results were obtained by Ireta et al.*®

The simulations were performed in the NVT ensemble using
the Car—Parrinello method* using the pseudopotential plane-
wave module in the NWChem program package.® The
electron—ion interaction in these simulations, and those of
aqueous systems described below, was approximated via the
generalized norm-conserving pseudopotentials developed by
Hamann’' (for atoms H, Be, B, C, O) or Troullier and Martins>>
(for atoms Si, P, CI, Fe), eliminating the need to calculate core
electrons. These nonlocal pseudopotentials were modified to a
separable form, as suggested by Kleinman and Bylander.>* All
of the simulations employed a fictitious electron mass of 1100
au, a cutoff energy of 110—114 Ry, and time steps of 5 au. All
simulations were run for a total of about 1—5 ps. The ice
simulation was run at a constant temperature of 270 K,
maintained by means of Nosé—Hoover thermostats for the
electrons and ions.>* 8

Because the hexagonal ice Th structure is proton-disordered,
we used the hypothetical “p-ice” structure,”® which is equiva-
lent to the ice Th structure except that it is proton-ordered with
an orthorhombic unit cell. This hypothetical structure is specif-
ically designed for quantum mechanical calculations.

Valence-Based H-bond Cutoff Criterion. Because eq 2 is
an exponential decay function (Figure 1), in one sense, it does
not really matter where we assign the cutoff distance for defining
a bond as long as the distance is not too short. That is,
lengthening the cutoff distance could drastically increase
calculated coordination numbers but would not appreciably
affect valence sums. One of the great strengths of the valence
equations is that they are capable of quantifying very weak
interactions, so we prefer to keep the cutoff distances as long
as possible. With these points in mind, Brown* recommended
a cutoff of 0.04 multiplied by the cation atomic valence, which
neglects only very weak interactions and almost always produces
the correct coordination numbers in cases where everyone agrees
what they should be.

Bond cutoff distances obtained this way should not be taken
too seriously, however. A number of years ago one of us (I.D.B.)
examined the crystal structures of hydrates of perchloric acid®
and found that extremely weak H-bonding interactions of 0.01
to 0.02 v.u. (up to 3.1 A H---0 distance) could not be ignored
if proper valence sums were to be maintained. Therefore, this
serves to highlight the fact that the concept of coordination
number is an artificial construct, and even if everyone agrees
what a coordination number should be, there may be significant
interactions with atoms outside of the coordination shell. In any
case, with the bond-valence model, at least we have a universally
applicable standard (the valence sum rule) by which we can
decide when interatomic interactions are weak enough to ignore.

In this case, everyone agrees that the coordination number
of O in ice ought to be 4.0, with two strong H—O and two
weak H*++O bonds reaching each anion. Therefore, we ran an
AIMD simulation of ice to determine what the cutoff bond
length should be for H+++O bonds and chose the longest possible
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TABLE 1: Average Valence of O—H (Vo-g) and H bonds
(Vi...0) Reaching Each O Atom in the p-ice ab Initio
Molecular Dynamics Simulation, Average Total Valence of
Bonds Reaching Each O atom (Vy,) in the Simulation, and
Average Coordination Number of the Water Molecules (N¢)

VH---O (V.Ll.) VTot (V.Ll.) NC
1.57 0.51 2.08 4.00

VO—H (V.ll.)

cutoff distance for defining H bonds that would yield a
coordination number of 4.0 for O.

Ab Initio Molecular Dynamics Simulations of Aqueous
Systems. We performed an AIMD simulation of 64 liquid water
molecules under the same conditions as those of the p-ice
simulation, except that the temperature was 300 K and the
density was 1.00 g/cc. In addition, we performed AIMD
simulations of H4Si04, H3Si047, HzSiO427, H3PO4, H2P047,
HPO,*>", PO,*~, H,COs, HCO5™, and CO5%~ with 30 to 31 water
molecules and reported these results in a previous paper for a
somewhat different purpose.®> Here the reason for reporting
these simulations is that the valence available for H+++O bonds
on the O atoms of these molecules after accounting for the
valence of O—H and Me-O bonds (here Me refers to cations
other than H) varies widely. If we can show that the valence
sum rule is closely followed in these AIMD simulations, as well
as those of ice and liquid water, then our hypothesis will have
passed a very exacting test.

Classical Molecular Dynamics Simulations. MD simula-
tions were performed with a series of potential models, namely,
the simple point-charge (SPC),** flexible SPC (SPC/Fw),%*
extended SPC (SPC/E),% transferable intermolecular potential
(TIP) with three interaction sites (TIP3P),°® flexible TIP3P
(TTP3P/Fs),%7% TIP with four interaction sites (TTP4P),% TIP4P/
2005,% and TIP with five interaction sites (TTP5P)”® models.

In each simulation, the cell contained 128 water molecules,
and its volume was fixed to achieve a water density of 1.00
g/cc. All of the simulations were performed with the computer
code DL_POLY”' in the microcanonical ensemble (NVE, i.e.,
constant number of particles, constant volume, and constant
energy) at 298 K and zero applied pressure. The electrostatic
interactions were calculated using the Ewald sum. A cutoff of
7.8 A was used for the Lennard-Jones interactions. The
trajectories were generated using the Verlet Leapfrog algorithm
with a time step of 1 fs. All of the trajectories were propagated
for 800 ps, and a configuration was collected every 0.2 ps for
analysis. The first 100 ps were used to equilibrate the system
and were therefore not included in the analysis.

Finally, we analyzed the trajectory file of an MD simulation
(NPT) that employed Soper’s fully asymmetric potential (Soper-
Asym). The software available to us could not accommodate
this potential, so we analyzed output kindly provided by
Professor Teresa Head-Gordon, run as described by Head-
Gordon and Rick.?! In this simulation, the starting configuration
consisted of 512 water molecules, where the O—H bonds were
randomly assigned lengths with an average of 0.976 A and a
Gaussian distribution (SD = 0.07 A) to match the experimen-
tally determined O—H RDF. H—O—H bond angles were
similarly randomly assigned about a mean value of 105.5°.3!"72
The H1, H2, and O atoms in each molecule were assigned
atomic charges of 0.6e, Oe, and —0.6e, respectively.’!7?

Results

O---H Cutoff Distance. The AIMD simulation results for
p-ice at 270 K are summarized in Table 1 and Figure 3. Figure
3a shows a histogram of the instantaneous valence of bonds
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reaching the O atoms during the simulation divided into three
categories: the strongest H bond reaching the O atom during a
particular time step, the second-strongest, and the third-strongest.
On the basis of these results, we chose a cutoff valence of
0.06 v.u. or 2.65 A. This is as close as possible to Brown’s*
general recommendation of 0.04 v.u. for monovalent cations,
while producing an average coordination number of 4.00 for
the water molecules. Given this cutoff distance, Table 1 reports
the calculated average valence of O—H and H+:-+O bonds
reaching the O atoms, the average total valence of bonds
reaching the O atoms, and the average coordination number of
water molecules. (Averages were taken over all time steps and
O atoms in the simulation.) The average total valence of bonds
reaching the O atoms, 2.08 v.u., is within the expected range
of 2.00 =+ 0.10 v.u., and it would probably fall even closer to
2.00 v.u., if proton disorder were considered. Figure 3b shows
a 3-D histogram of the frequency with which H bonds occurred
with different combinations of [JOH+++O and bond valence.

Liquid Water Simulations. Table 2 summarizes the results
of the MD simulations of liquid water, reporting the calculated
average valence of O—H and H bonds reaching the O atoms,
the average total valence of bonds reaching the O atoms, and
the average coordination number of the water molecules as
defined by our cutoff valence of 0.06 v.u. Figure 4 shows the
O—O0 RDFs for all of the simulations compared with those from
the neutron diffraction results of Soper’ for water at 298 K.
Significant variations are seen in the ability of the different
simulations to reproduce the experimental RDFs and their
adherence to the valence sum rule.

Instantaneous Valence Sums in the Water and Ice
Simulations. Figure 5 shows histograms of the instantaneous
total valence of bonds reaching the O atoms in the PBE96 p-ice
simulation as well as the PBE96 and TIPSP liquid water
simulations. In all three cases, the instantaneous valences are
distributed normally about the average value, with standard
deviations of 0.12 to 0.13 v.u.

Simulations of Aqueous Species. Figure 6 (adapted from
ref. 62) shows a graph of the time-averaged Vj...o reaching the
O atoms in the simulations versus average V,. V, is the
“unsaturated valence” of the O atoms, meaning the valence of
H--+O bonds needed to satisfy the —2 v.u. valence of the O
atoms after accounting for the valence of any O—H and Me—0O
bonds. The 1:1 line in the Figure indicates where the data points
would fall if the valence sum rule was followed exactly. Clearly,
the valence sum rule is followed closely, although a best-fit
line through the data points would be shifted about 0.05 v.u.
below the 1:1 line. This slight discrepancy, however, can be
traced to Me—O bonds that are slightly too long, probably due
to the incomplete description of van der Waals attractive forces
in DFT methods.**7*

Discussion

Valence Sum Rule in Liquids. Our AIMD simulations, taken
together, provide compelling evidence of our hypothesis that
the valence sum rule is followed in inorganic liquid bond
networks. Furthermore, they show that we can use valence
parameters derived from room-temperature average crystal
structures to perform valence analyses of MD simulations of
inorganic liquids as long as the valence sums calculated at each
time step are averaged over the entire simulation. It is true that
the dynamics of the systems are suspect: the AIMD simulation
of liquid water performs rather poorly at reproducing the
experimental O—O RDF. But given that the PBE96 functional
does so well at predicting the energetics of H bonding*’*® and
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Figure 3. (a) Histogram of the valence of H bonds in the AIMD simulation of p-ice at 270 K. The first-, second-, and third-strongest H bonds
reaching each O during a given time step are categorized separately. A cutoff distance of 0.06 v.u. for defining H bonds would yield a coordination
number of 4.00 for water molecules in this structure. (b) 3-D histogram of the frequency with which combinations of H-bond valence and OH++-O
angle (UOH-+++0) appeared in the p-ice simulation. Brighter patches represent geometries with higher frequencies.

TABLE 2: Average Valence of O—H bonds (Vo-y), H bonds
(Vh...0), and Total Valence of Bonds Reaching Each O Atom
(Vo) for the Liquid Water Molecular Dynamics Simulations
as Well as the Water Coordination Numbers (N¢) as Defined
by the 0.06 v.u. Cutoff Used Here

Vo-u (v.u.)  Vieeoo (Vi) Ve (vau)  Ne (0.06 v.u.)

PBE96 1.65 0.36 2.01 423
SPC 1.43 0.41 1.85 4.39
SPC/Fw 1.30 0.47 1.77 4.36
SPC/E 1.43 0.43 1.87 4.37
TIP3P 1.67 0.37 2.04 443
TIP3P/Fs 1.56 0.42 1.98 4.46
TIP4P 1.67 0.40 2.07 435
TIP4P/2005 1.67 0.40 2.07 4.28
TIPSP 1.67 0.40 2.07 433
Soper-Asym 1.63 0.38 2.01 4.42

given that the O atoms in our AIMD simulations of p-ice, water,
and aqueous oxo-molecules exhibited a very broad range of

valence available for accepting H«++O bonds (Figure 5) but still
closely followed the valence sum rule, there is little room to
question our main conclusions.

Evaluation of Common Water Potentials. To evaluate
several common water potentials, we tracked both their adher-
ence to the valence sum rule and their ability to reproduce the
experimental O—O RDF. It is not an entirely straightforward
process to extract RDFs for water from X-ray and neutron
scattering data, and the peak shapes in published RDFs have
varied considerably. However, the best available O—O RDFs,
on the basis of synchrotron X-ray scattering! and neutron
scattering”® results, agree almost exactly. Therefore, these
experimental O—O RDFs have commonly been used to assess
the results of MD simulations. Soper’ recently showed that the
exact position and height of the first O—O RDF peak for water
is very sensitive to instrumental error but that the subsequent
peaks are quite well constrained by the best available data.
Therefore, when evaluating the adherence of our simulated
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Figure 5. Histograms of the instantaneous total valence reaching O
atoms in the (a) PBE96 p-ice simulation as well as the (b) PBE96 and
(c) TIPSP liquid water simulations. The average values and standard
deviations are, respectively, (a) av = 2.07 v.u., SD = 0.13 v.u., (b) av
= 2.01 v.u., SD = 0.15 v.u., and (¢) av = 2.08 v.u., SD = 0.12 v.u.

systems to the experimental O—O RDF, we paid more attention
to the second and third peaks.

As shown in Table 2 and Figure 4, several of the classical
MD simulations did quite well at mimicking the experimental
O—O RDF (SPC/Fw, SPC/E, TIP4P, TIP4P/2005, and TIP5P),
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atoms of several solvated oxo-species in AIMD simulations plotted
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H+++O bonds) of these O atoms. The 1:1 line shows where the points
would fall if the valence sum rule was exactly obeyed.
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Figure 7. 3-D histogram of the frequency with which combinations
of H+++O valence (Vy...0) and OH+++O angle (UOH -+ O) appeared in
the TIPSP simulation, overlain by the solid white line. Brighter patches
represent geometries with higher frequencies. The line represents the
equilibrium H-bond geometries found in crystalline solids corresponding
to the closest possible approach of the O atoms involved.

and several did well in adhering to the valence sum rule (TIP3P,
TIP3P/Fs, TIP4P, TIP4P/2005, TIPSP, and Soper-Asym), yield-
ing average valence sums of 2.00 & 0.10 v.u. reaching the O
atoms. However, only the TIP4P, TIP4P/2005, and TIP5P
simulations can be said to have performed well by both
measures. For example, the SPC/Fw and SPC/E simulations
reproduced the experimental O—O RDF well but were signifi-
cantly under-bonded with respect to the valence sums.

It is fair to say, then, that the TIP4P, TIP4P/2005, and TIPSP
potentials produce structurally plausible results by these measures.

Incidentally, these two geometric criteria seem to present a
fairly unified picture of water coordination. If we use the
0.06 v.u. cutoff criterion to determine the coordination number
(N.) of water molecules, we obtain values of 4.28 to 4.35 for
the TIP4P, TIP4P/2005, and TIPSP simulations (Table 2). (The
N, values obtained for the other simulations are very similar.)
The reason for this is illustrated in Figure 7, which shows a
3-D histogram of the frequency with which different combina-
tions of Vy...o and JOH +++O occurred in the TIPSP simulation.
If we compare this plot with the p-ice histogram in Figure 3b,
it can be seen that the bonds in the liquid water simulation are
drawn out to more distorted geometries, and there is a high
frequency of very weak bonds (~0.06 v.u.) due to bifurcation.
RDFs give the probability of finding two atoms at a particular
distance from one another relative to a completely random
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distribution. Therefore, the integrated area (4.7)" of the first peak
in the O—O RDF (Figure 4) is often equated with N, because
it seems likely that the greater probability of finding another O
atom at certain distances from one another results from H
bonding between the water molecules. These two types of N,
estimates yield very similar results; in fact, we would only have
to lower the valence cutoff criterion for defining H+++O bonds
very slightly (i.e., to a value between 0.05 and 0.06 v.u.) to
obtain exact agreement. Our conclusion is that the integrated
area of the first O—O RDF peak really is a reasonably accurate
estimate of the number of H-bonded neighbors surrounding a
given water molecule.

Comparison with H-Bond Geometries in Solids. We can
further support our claim that some standard water potentials
are structurally plausible by comparing the H-bond geometries
in the simulations with those found in crystalline solids. As we
mentioned in the Introduction, our claim that the bond-valence
model can be rigorously applied to liquids amounts to a claim
that bonding geometries in liquids follow the same basic rules
as those in solids. The main difference is simply that the
molecules in liquids move around more. When we specifically
examine the O—H-*++O bonding geometries in crystalline solids,
we find that they present a special case. Brown’’ showed that
because H atoms are so much smaller than O atoms, not every
conceivable combination of H+++O bond length and JOH+++O
is physically possible because the O atoms can only be packed
so closely because of O—O repulsion. A very strong H bond
(i.e., H+++O valence is ~0.3 to 0.5 v.u.) cannot exist when the
bond is strongly bent (i.e., JOH*++O is closer to 90 than 180°)
because the donor and acceptor O atoms would be forced too
closely together (e.g., Figure 7). Naturally, this same criterion
ought to apply to H-bonded liquids.

Brown*"7 quantified this criterion by cataloguing all of the
O—H-++-0O bonding geometries known at the time for crystalline
solids and estimating a line representing the shortest H+++O bond
length observed for every LJOH-++O. (The shortest possible
H---O distance for a given bond angle would also necessarily
correspond to the distance of closest O—O approach.) We have
reproduced this line on top of the 3-D histogram of instantaneous
O—H---O geometries observed in the TIP5P simulation (Figure
7). Here it is evident that the distance of closest approach in
the simulation follows a very similar trend to that observed in
crystalline solids but shifted slightly toward stronger, more bent
bonds. This is only to be expected because the histogram
represents instantaneous geometries, whereas the distance of
closest approach line was derived from average atomic structures
obtained by neutron diffraction. The atoms oscillate about
equilibrium valence sums with a standard deviation of about
0.12 to 0.15 v.u. (See Figure 5.) Also, some very straight strong
H-bond geometries observed in solids (JOH+:+O = 180°,
H-++O valence > 0.35 v.u.) do not occur in the liquid water
simulation because these geometries only occur under rare
circumstances.’®”’

The conclusion we draw from this comparison is that because
the molecules in liquid water are relatively free to move about,
they tend to sample essentially all possible O—H=+++O configu-
rations. And the configurations available are essentially the same
as those available in solid structures.

Instantaneous Valence Sums. The histograms of instanta-
neous bond valence (Figure 5) reaching the O atoms in the
PBEY6 p-ice, PBE96 liquid water, and TIPSP liquid water
simulations, provide another striking confirmation of the idea
that the bonding behaviors of atoms within liquids and solids
are in some ways identical. Even though the molecules in liquid
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Figure 8. Histograms of the time-averaged valence of bonds reaching
O atoms in the (a) PBE96, (b) TIP4P/2005, and (c) Soper-Asym MD
simulations of liquid water. The valence sum rule is obeyed if the time-
averaged valence sums are 2.0 £ 0.1 v.u. Whereas all of the O atoms
in the PBE96 and TIP4P/2005 simulations pass this criterion, 75% of
the O atoms in the Soper-Asym simulation fail.

water move about much more vigorously than those in ice (and
the ice simulation was run at 30 K lower temperature), the bond
networks in all cases seem to respond nearly identically, in terms
of valence sums, to molecular motion. Only a certain amount
of variation in the valence sums reaching the atoms is allowed,’®
and that amount does not appear to change much, even through
a solid—liquid transition.

Evaluation of the Soper-Asym Potential. If some of the
standard water potentials perform so well at achieving structural
plausibility, then what of the asymmetric potentials that produce
rings-and-chains structures? Soper’s fully asymmetric potential
(Soper-Asym) is, to our knowledge, the only asymmetric water
potential that produces rings-and-chains structures in numbers
similar to Wernet’s original prediction and at least comes close
to reproducing the experimental O—O RDF.!63%3! (See Figure
4c.) But even though the O—O RDF was used as the target
property to optimize this potential, it does not do well at
predicting the second and third peaks, which are the most well
constrained.?"’

The apparent success of the Soper-Asym model at adhering
to the valence sum rule (Table 2) is, in addition, deceptive.
Although we reported that the average valence of bonds reaching
all of the O atoms in the Soper-Asym simulation was 2.01 v.u.,
the valence sum rule applies to the coordination environments
of individual atoms, and when we look at it from that
perspective, we get a vastly different picture. Figure 8 shows
histograms of the time-averaged valence of bonds reaching the
individual O atoms in the PBE96, TIP4P/2005, and Soper-Asym
simulations. The time-averaged valence of bonds reaching O
atoms ranged from 1.95 to 2.07 v.u. in the PBE96 simulation
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(Figure 8a), and from 2.06 to 2.08 in the TIP4P/2005 simulations
(Figure 8b). That is, the time-averaged valence sums for all of
the O atoms in these simulations were within the 2.0 & 0.1 v.u.
criterion. However, the time-averaged valence of bonds reaching
the O atoms in the Soper-Asym simulation ranged from 1.51
to 2.78 v.u. (Figure 8c); 75% of the O atoms fail the valence
sum criterion.

Because the Soper-Asym model fails both of our structural
criteria, it is fair to say that it is not structurally plausible.
However, our results offer some hope that it might be possible
for someone to create asymmetric water potentials that improve
on Soper-Asym in this respect.

In terms of the valence sum criterion, the main problem with
the Soper-Asym potential seems to be the randomly assigned
O—H bond lengths within the individual water molecules.
Whereas the distribution of bond lengths might well be realistic
on a time-averaged basis, the molecules are rigid, and the lengths
of the O—H bonds reaching the H atoms have no correlation
with the charge assigned to them. In reality, the shorter bonds
would be more covalent, producing a lower atomic charge, but
the distribution of lengths of O—H bonds reaching H atoms
with atomic charges of 0.6e is statistically equivalent to that
for those with atomic charges of Oe. Therefore, the valence of
H-++O bonds donated by the H atoms has no correlation with
the valence of O—H bonds reaching them, leading to a wider
spread of valence sums. However, distribution of the time-
averaged valence of H«++O bonds reaching the O atoms in this
simulation was relatively narrow: 97% of the H+++O valence
sums fell within 0.1 v.u. of the mean (0.38 v.u.).

If one wanted to create a structurally plausible asymmetric
potential, then it would be necessary to assign longer O—H bond
lengths to the H atoms with higher atomic charges. Then it might
be possible to fit the other potential parameters to the O—O
RDF, as Soper® did.

Simulation and Experiment. So far, we have focused
exclusively on the issue of structural plausibility, but as we
mentioned above, simulations do not produce understanding
until a plausible model is able to reproduce and predict
experimental observation. Certainly, the two issues may be
disconnected to some degree; for example, the structurally
plausible models we have discussed (TIP4P, TIP4P/2005, and
TIP5P) all involve rigid, nonpolarizable water molecules.
However, it can be argued that only symmetric models are likely
to do well at predicting experimental observations.

Given the growth in computing capability, it has become
possible to target more and more properties when optimizing
interatomic potentials. For instance, while optimizing the TIP4P/
2005 potential, Abascal and Vega® targeted the temperature of
the maximum density of water, the stability of water and various
ice polymorphs with 7 and P, the enthalpy of vaporization of
water, and the densities of water and various ice polymorphs at
particular T and P values. Recently, Vega and Abascal** showed
that TIP4P/2005 does very well at predicting vapor—liquid
equilibria, the critical point, the shape and approximate position
of the entire phase diagram for water and various ice poly-
morphs, T of maximum density of water and its variation in
density up to 350 °C, the O—O RDFs for water and ice Th, the
densities of the ice polymorphs, the surface tension of water
over a large T range, the equation of state of liquid water at
high pressures, and the self-diffusion coefficient of water at 1
bar and 278—318 °C. It did not do as well at predicting the
dielectric constant of water because the model is nonpolarizable.

The contrast between the success of TIP4P/2005 and the
failures of Soper-Asym is patent. Head-Gordon and Rick®!
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showed that the Soper-Asym potential had to be run at 10 000
atm in an NPT simulation to produce an acceptable density of
water. In other words, Soper-Asym water is a supercritical fluid
under ambient conditions. Given these wildly inaccurate results,
it seems that further attempts to adjust the model into structural
plausibility would probably not bear much fruit in terms of
predicting water’s peculiar physical properties.

In fact, Chatterjee et al.”® recently investigated the properties
of SPC/E water in which the geometry of the molecules was
systematically modified. They found that those versions of the
model that produced distorted tetrahedral coordination for the
water molecules could also produce some of the anomalous
properties of water (e.g., the temperature of maximum density),
whereas those versions that produced rings-and-chains structures
could not. Therefore, it may be that the physical properties of
water cannot be separated from a distorted tetrahedral framework.

So, whereas it may be possible to produce a structurally
plausible asymmetric water model, it seems doubtful that such
a model would be able to successfully predict much of the
experimental data.

Conclusions

The recent debate about liquid water structure boils down to
the question of whether we should trust standard water potentials
to provide reasonably accurate descriptions of H-bond geom-
etries. We argue that some of them (notably TIP4P, TIP4P/
2005, and TIP5P) can be trusted for this purpose, even if they
cannot quantitatively reproduce every physical property of water.
We have supported this argument here by (1) using a suite of
AIMD simulations to provide unequivocal evidence that the
valence sum rule should be followed in liquids on a time-
averaged basis and (2) showing that some standard water
potentials (e.g., TIP4P, TIP4P/2005, and TIP5P) both fulfill this
criterion and adequately reproduce the best O—O RDFs for
liquid water. We have also shown that (3) none of the
asymmetric water potentials proposed so far can pass either of
these tests, and so we conclude that they are not structurally
plausible. Next, we have argued that (4) while significant
progress has been made in producing standard water potentials
(e.g., TIP4P/2005) that are structurally plausible and reproduce
many of water’s peculiar physical properties, the distorted
tetrahedral framework of the H-bonded network in water seems
to be inextricably connected to those properties, so it appears
unlikely that adjusting asymmetric potentials to achieve struc-
tural plausibility by our criteria will result in potentials that can
accurately simulate water’s properties.

We have also added weight to the structural plausibility of
some standard water potentials by comparing the H-bond
geometries they produce with those known to occur in crystalline
solids. If the valence sum rule really can be applied to simulated
inorganic liquid structures, then it follows that the bonding
behaviors of atoms in these liquids are in some ways identical
to those in the corresponding solids. We supported this
interpretation by showing that (5) the simulations produce
O—H-*++O geometries that are completely consistent with the
range of geometries available in solids, and (6) the distributions
of instantaneous valence sums reaching the atoms in both the
ice and liquid water simulations are essentially identical. So
even though water molecules in the liquid move more vigor-
ously, passing through a broader array of bonding geometries,
the surrounding bond network responds in the same manner as
in ice. (Note that we are not claiming that all inorganic liquid
structures are necessarily as similar to their solid counterparts
as water structure is to that of ice. Rather, we are claiming that
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whatever bonding geometries are adopted in different condensed
inorganic phases, they must follow some of the same rules, such
as the valence sum rule.)

Taken together, we consider the above points to constitute a
very strong argument in favor of the standard, distorted-
tetrahedral model of water structure.

Finally, it is worth mentioning that the approach outlined here
should be equally useful for judging proposed dynamic struc-
tures of other inorganic liquids and inorganic solid—liquid
interfaces, which are notoriously difficult to characterize
experimentally.
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